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Background: Accurate detection and classification of lung nodules at an early 
stage can help physicians to improve the treatment outcomes of lung cancer. 
Several lung nodule classifications using deep learning have been proposed  
but they are lag of external validation to Thai patient data. 

Objective: To propose a deep learning model called NoduleNet for lung nodule 
classification and perform internal and external validation of the proposed model.

Methods: Two datasets were performed; internal validation using LUNA16 
(the public lung CT database), and external validation using ChestRama  
(37 chest CT scans retrospectively identified from the CT database of 
Ramathibodi Hospital between 2017 and 2019). The NoduleNet was built on 
top of pretrained architecture, VGG16, and VGG19 with customization.

Results: The NoduleNet showed impressive results in nodule classification. 
The best model achieved accuracy of 0.95 (0.94 - 0.96), sensitivity of  
0.84 (0.82 - 0.86), and specificity of 0.97 (0.97 - 0.98) for internal validation, 
where the external validation results was accuracy of 0.95 (0.87 - 1.00), 
sensitivity of 0.91 (0.82 - 1.00), and specificity of 1.00 (1.00 - 1.00). There were  
3 misclassified samples in external validation which are all false-negative.

Conclusions: The NoduleNet is able to generalize from non-Thai patient data 
to Thai patient data. It could be further improved by taking sequence of images 
into account, integrating with an automatic nodule detection algorithm, and 
adding more nodule types.

Keywords: Deep learning, Lung nodule classification, Transfer learning

Rama Med J: doi:10.33165/rmj.2020.43.4.241727

Received: May 29, 2020  Revised: October 7, 2020  Accepted: October 30, 2020



12   Rama Med J Vol.43 No.4 October - December 2020

NoduleNet: A Lung Nodule Classification Using Deep Learning

Introduction

	 Lung cancer remains the leading cause of deaths with 
18.4% death rates in both men and women worldwide. 
International Agency for Research on Cancer (IARC) 
reported in 2018 that 2.094 million new cases of lung 
cancer were diagnosed, of which the death accounted for 
about 1.761 million.1 Early diagnosis of lung cancer is  
a good prognosis to receive early treatments, as for 10-year 
survival of patients with stage I lung cancer was longer than 
those with advanced stages.2

	 Computed tomography (CT) scan is commonly used 
for the diagnosis of lung cancer after screening by general 
chest X-ray. Analyzing CT scan images is required a  
well-trained radiologist to interpret findings that could 
take time approximately 9.1 ± 2.3 minutes per CT scan.3 
Several automatic nodule classifications were therefore 
proposed to reduce such workload, in which training data 
were mostly from non-Thai patient data where performances 
are questionable whether a model train from non-Thai 
patient data can be generalized to Thai patient data or not.
	 Nodule classification is considered as an image 
classification problem. Since lung nodule is a low-contrast 
tissue which is uneasy to distinguish, the early works employ 
predefined features obtained from image processing or 
manually hand-crafted to extract meaningful features 
including shapes, textures, densities, and intensity,  
and then classify using machine learning.4-12 However,  
such feature engineering tasks were not flexible enough  
to generalize to other domains. The deep learning  
approach was introduced as an end-to-end solution for 
image classification without involving feature engineering 
because the model could learn features by itself.  
The state-of-the-art model for image classification problem 
was the convolutional neural network (CNN), which was 
widely proven in many domains including medical areas.13

	 Training strategy for CNN depends on the size of 
training data and domain-specific. If training data is 
sufficient, CNN is flexible enough to be trained by any 
strategy. Conversely, if the training data is small, transfer 
learning14 is commonly used for training strategy that 

leverages a pretrained model. The pretrained model is another 
CNN that was trained from a large training dataset  ℓ. 
The transfer learning takes pretrained model parameters  
as the initialized parameters then learn on the new dataset 
which is relatively small . Although domains are 
different between  ℓ and , transfer learning is still 
powerful enough to apply. 
	 Several pretrained models are available (VGG,15 
RESNet,16 Inception,17 Xception,18 MobileNet,19 DenseNet,20 
and NASNet21) where each model performance does not very 
different based on ImageNet dataset.22 Selecting pretrained 
models was very much dependent on the number of trainable 
parameters and model complexity relative to the number 
of training data. Although existing works4-12 proposed 
various CNN architectures for lung nodule classification 
using non-Thai patient data, generalizability to Thai 
patient data is still questionable. The main contribution of 
this study emphasizes on proposing a CNN model and 
externally validate with Thai patient data for lung nodule 
classification to either benign or malignancy.

Methods

	 The study design was a cross-sectional study that uses  
2 data sources: 1) LUNA16 dataset,23 and 2) ChestRama 
dataset. The LUNA16 was constructed by the public lung 
CT scan database namely LIDC/IDRI24 which aimed to 
classify nodule to either benign or malignancy. The number  
of samples in LUNA16 is 8106 cropped nodule images; 
6755 (83.33%) images of benign nodules, and 1351 (16.67%) 
images of malignant nodules. Each image size is the fixed 
size at 50×50 pixels of height and width. The LUNA16 
included nodule size greater or equal to 3 mm, less than  
3 mm, and non-nodule size greater or equal to 3 mm.  
The ChestRama dataset was constructed by the Department  
of Radiology, Faculty of Medicine Ramathibodi Hospital, 
Mahidol University, Thailand which consists of 37 full chest 
CT scans performed by experienced chest radiologists 
from 2017 to 2019. The inclusion criteria were defined  
as follows: 1) chest CT examination obtained with a slice 
thickness of less than or equal to 2.5 mm, 2) the selected 
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nodules were annotated by the pulmonary radiologist  
with nodule sizes of 3 mm or larger. Among 37 CT scans, 
15 (40.5%) and 22 (59.5%) were benign and malignant 
images, respectively. The study was approved by the 
Human Research Ethics Committee of Faculty of Medicine 
Ramathibodi Hospital, Mahidol University, Thailand,  
No. MURA2018/616 on October 12, 2018.
	 Nodule was cropped manually from each original 
image, then resize to 50×50 pixels. The LUNA16 dataset  
was used for development and internal validation of  
the model by split data into 3 groups (training set, test set, 
and validated set) using stratify sampling with about 60% 
for training, and 15% to 20% for testing and internal 
validation, respectively (Table 1).
	 The best model performance from internal validation  
was later used for the external validation on the 
ChestRama data in order to evaluate the generalizability  
of the proposed model.
	 Data preprocessing was required for training the 
purposed model, called NoduleNet, because the input was 
a tensor object with a dimension of 50×50×3 where  
50×50 represents image size (height, width) in pixels, and  
3 represents the number of color channels. However,  
the LUNA16 dataset was the gray image dataset where 
each image could be transformed into a tensor object with 
a dimension of 50×50×1. Such a dimension disagreement 
requires Gray-to-RGB (Red-Green-Blue) method that 
stacks 2 dummy tensor objects with the original tensor 
object, where each dummy tensor object is copied from 
the original tensor object (Figure 1).

	 The proposed NoduleNet model was built from transfer 
learning on top of the selected pretrained models: VGG16 
and VGG19. Such pretrained models were selected because 
their architectures could be applied with small size images. 
Other pretrained models were inappropriate for small size 
images because the nature of CNN reduced image size over 
each layer. Three additional dense layers were added from 
the pretrained model output where each layer had 64 hidden 
units with ReLu activation function. Batch normalization 
and dropout were applied to all additional layers.
	 Hyperparameter configurations for the NoduleNet 
were designed (Table 2). The fixed hyperparameters were 
required to configure the learning process to reduce the 
overfitting problem. The maximum epoch indicated to what 
extension of the learning duration which was set at 1000. 
Early stopping indicated to what extent the model should 
keep learning even its performance was not improved, 
which was set at 20 epochs. The controlled hyperparameters 
were required to search for the optimum model parameters. 
Learning rate indicates to what extent of model parameter 
adjustment over each epoch. The experiment set the 
learning rate to be 0.0001 and 0.00001. Batch size indicates  
the number of training samples in each mini-batch which  
is normally applied with data augmentation in order to 
increase variation in training samples. This experiment 
applied randomly horizontal flip and randomly zoom 
where the zoom ratio is set to 0.2.
	 Performance evaluation of NoduleNet was reported 
as classification accuracy, sensitivity, and specificity along 
with a 95% confidence interval (CI).

Table 1.	 Dataset Information

Dataset

No. of Images

LUNA16 ChestRama

Benign Malignant Benign Malignant

Training set 4342 845 - -

Test set 1340 282 - -

Validate set 1073 224 15 22

Total 6755 1351 15 22
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Results

	 The NoduleNet achieved impressive performance 
where the bold characters represented the highest 
performance in each metric. The hyperparameter 
conficurations were learning rate and batch size.  
The best model was selected if it gained high sensitivity 
and specificity, or in other words, low false-positive  
and false-negative. Internal validation showed that 
VGG19 was slightly better than VGG16 for all  
matrices with sensitivity, specificity, and accuracy 
(performance [95% CI], 0.84 [0.82 - 0.86], 0.97 [0.97 - 0.98], 
and 0.95 [0.94 - 0.96], respectively). In addition, the external 
validation showed that VGG19 was very much better  

than VGG16 for all metrics with corresponding  
performance (95% CI) values of 0.87 (0.76 - 0.98),  
1.00 (1.00 - 1.00), and 0.92 (0.83 - 1.00). Such results 
indicated that the NoduleNet with VGG19 architecture 
performed well with Thai patient data and may be able  
to generalize to other data sets (Table 3).
	 The receiver operating characteristic (ROC) curve  
of the best model from this experiments was determined 
The area under curve (AUC) were reported including  
the calibrated optimal thresholds. The AUC obtained  
from internal validation with LUNA16 was 0.976 where 
the optimal threshold was 0.254. The AUC obtained from 
external validation with ChestRama was 0.948 where  
the optimal threshold was 0.429 (Figure 2).

Figure 1.	 Data Preprocessing

Table 2.	 Hyperparameter Configuration

Model
Fixed Hyperparameters Controlled Hyperparameters

Max Epoch Early Stopping Learning Rate Batch Size

VGG16 1000 20

0.0001 8

0.0001 16

0.0001 32

0.00001 8

0.00001 16

0.00001 32

VGG19 1000 20

0.0001 8

0.0001 16

0.0001 32

0.00001 8

0.00001 16

0.00001 32
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Discussion

	 The appearance of each misclassified samples  
were further investigated and had similar issues of 
misclassification. They are malignant nodules because  
the white pixels indicate nodule’s solidity. However,  
the black pixels in the red rectangle could confuse human 
or machine inference because such a region looks like  
air bronchogram where the surrounding white region  
was likely to be parenchymal disease such as infection or  
either malignancy (Figure 3A and Figure 3B). Another was  
also malignant nodule but such an image was harder to  
identify the nodule and hypodensity may be caused by  
emphysema and less likely to be a malignancy (Figure 3C).

Figure 2.	 Receiver Operating Characteristics

Table 3.	 Model Performance

Model Validation
Hyperparameters Performance (95% CI)

Learning Rate Batch Size Accuracy Sensitivity Specificity

VGG16

Internal

0.0001 8 0.92 (0.9 - 0.93) 0.83 (0.82 - 0.85) 0.94 (0.92 - 0.95)

0.0001 16 0.93 (0.92 - 0.94) 0.86 (0.84 - 0.88) 0.95 (0.94 - 0.96)

0.0001 32 0.91 (0.90 - 0.92) 0.87 (0.85 - 0.88) 0.92 (0.91 - 0.93)

0.00001 8 0.91 (0.89 - 0.92) 0.73 (0.71 - 0.76) 0.94 (0.93 - 0.95)

0.00001 16 0.92 (0.90 - 0.93) 0.79 (0.77 - 0.81) 0.94 (0.93 - 0.95)

0.00001 32 0.91 (0.90 - 0.93) 0.83 (0.82 - 0.85) 0.93 (0.92 - 0.94)

External

0.0001 8 0.73 (0.59 - 0.87) 0.86 (0.75 - 0.97) 0.53 (0.37 - 0.69)

0.0001 16 0.68 (0.52 - 0.83) 0.86 (0.75 - 0.97) 0.40 (0.24 - 0.56)

0.0001 32 0.59 (0.44 - 0.75) 0.86 (0.75 - 0.97) 0.20 (0.07 - 0.33)

0.00001 8 0.57 (0.41 - 0.73) 0.82 (0.69 - 0.94) 0.20 (0.07 - 0.33)

0.00001 16 0.65 (0.49 - 0.80) 0.86 (0.75 - 0.97) 0.33 (0.18 - 0.49)

0.00001 32 0.65 (0.49, 0.80) 0.82 (0.69 - 0.94) 0.40 (0.24 - 0.56)

VGG19

Internal

0.0001 8 0.95 (0.94 - 0.96) 0.84 (0.82 - 0.86) 0.97 (0.97 - 0.98)

0.0001 16 0.94 (0.93 - 0.95) 0.84 (0.83 - 0.86) 0.96 (0.95 - 0.97)

0.0001 32 0.93 (0.92 - 0.95) 0.83 (0.81 - 0.85) 0.96 (0.95 - 0.97)

0.00001 8 0.91 (0.90 - 0.92) 0.67 (0.64 - 0.69) 0.96 (0.95 - 0.97)

0.00001 16 0.91 (0.90 - 0.93) 0.79 (0.77 - 0.81) 0.94 (0.93 - 0.95)

0.00001 32 0.91 (0.90 - 0.93) 0.83 (0.81 - 0.85) 0.93 (0.92 - 0.94)

External

0.0001 8 0.92 (0.83 - 1.00) 0.87 (0.76 - 0.98) 1.00 (1.00 - 1.00)

0.0001 16 0.95 (0.87 - 1.00) 0.91 (0.82 - 1.00) 1.00 (1.00 - 1.00)

0.0001 32 0.92 (0.83 - 1.00) 0.91 (0.82 - 1.00) 0.93 (0.85 - 1.00)

0.00001 8 0.84 (0.72 - 0.96) 0.77 (0.64 - 0.91) 0.93 (0.85 - 1.00)

0.00001 16 0.92 (0.83 - 1.00) 0.86 (0.75 - 0.97) 1.00 (1.00 - 1.00)

0.00001 32 0.89 (0.79 - 0.99) 0.86 (0.75 - 0.97) 0.93 (0.85 - 1.00)
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	 The NoduleNet assumes the input image as a 
cropped nodule image that can be either cropped  
manually by human or automatically cropped by nodule 
detection algorithm. Such an assumption can be advantage 
in term of flexibility to integrate with legacy system that 
does not have nodule detection algorithm yet. However, 
cropping manually could be prone to human error and 
eventually, effect to the classification performance. 
Another limitation is the sequence of images was not 
addressed. The NoduleNet just considers a snapshot of 
cropped nodule image while radiologists, in common 
practice, consider the sequence of images to make 
conclusions. One possible future direction is to integrate 
the NoduleNet to existing nodule detection algorithm  
for fully automated classification thathelps reducing 
radiologist workload including taking the sequence of 
cropped nodule images into account to improve 
classification performance. Another possible future 
direction is to add more nodule type for generalizing 
classification tasks. 
	 Although some existing work25 achieved higher 
classification accuracy, a comparison could not be made 
directly because the training data were different. Such 
existing works used training data from the original 
datasets (LIDC and IDRI) and extract nodule image  
but the image resolution did not mention clearly did  
not mention clearly. Since the NoduleNet learns from  

the image resolution of 50×50 pixels, classification  
can be improved if the cropped nodule images have  
higher resolution.

Conclusions

	 The NoduleNet, a nodule classifier using deep 
learning to classify a given cropped nodule image  
to be either benign or malignant nodules, showed 
impressive classification accuracy in both internal 
validation using LUNA16 dataset and external validation 
using ChestRama dataset. The main contribution was 
addressed by externally validate the model trained from 
non-Thai patient data and generalize to Thai patient data.  
The NoduleNet is flexible enough to integrate with  
the legacy system even it does not have a nodule  
detection algorithm.
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Figure 3. 	 Misclassified Samples

A, 1st misclassified malignant nodule with air bronchogram in the red rectangle.

B, 2nd misclassified malignant nodule with air bronchogram in the red rectangle.

C, 3rd misclassified malignant nodule with hypodensity in the red rectangle.
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2	 ภาควชิารังสีวทิยา คณะแพทยศาสตร์โรงพยาบาลรามาธิบดี มหาวทิยาลยัมหิดล กรุงเทพฯ ประเทศไทย

บทน�ำ: การจ�ำแนกกอ้นเน้ือ (Nodule) ในปอดไดอ้ยา่งแม่นย �ำตั้งแต่ระยะเร่ิมตน้

ของโรคมะเร็งปอด สามารถช่วยให้แพทยต์ดัสินใจดา้นการวางแผนการรักษา 

ไดดี้ข้ึน ท่ีผ่านมามีการใชก้ารเรียนรู้เชิงลึกมาช่วยในการตรวจจบัและจ�ำแนก 

กอ้นเน้ือในปอด แต่ยงัขาดการน�ำมาประเมินความถูกตอ้งกบัขอ้มูลของคนไขไ้ทย

วตัถุประสงค์: เพื่อสร้างตวัแบบช่ือ NoduleNet ดว้ยวิธีการเรียนรู้เชิงลึกส�ำหรับ 

การจ�ำแนกกอ้นเน้ือในปอดและน�ำมาประเมินความถูกตอ้งกบัขอ้มูลคนไขไ้ทย

วธีิการศึกษา: ขอ้มูลชุดแรก (LUNA16) ซ่ึงเป็นขอ้มูลสาธารณะถูกน�ำมาใชส้อน 

ตวัแบบดว้ยการเรียนรู้เชิงลึก ส่วนขอ้มูลชุดท่ีสอง (ChestRama) ถูกน�ำมาใช ้

เพื่อการประเมินความถูกตอ้งของตวัแบบท่ีสร้างจากตวัแบบท่ีเคยผา่นการเรียนรู้

มาก่อน (VGG16 และ VGG19) ผา่นวธีิการเรียนรู้แบบถ่ายทอด (Transfer learning)  

ซ่ึงเป็นรูปแบบหน่ึงของการเรียนรู้เชิงลึก

ผลการศึกษา: NoduleNet สามารถท�ำงานไดดี้โดยสมรรถนะจากความตรงภายใน 

(Internal validation) มีค่าความแม่นย �ำเท่ากบั 0.95 (0.94 - 0.96) ความไวเท่ากบั 

0.84 (0.82 - 0.86) ความจ�ำเพาะเท่ากบั 0.97 (0.97 - 0.98) และความตรงภายนอก 

(External validation) มีค่าความแม่นย �ำเท่ากบั 0.95 (0.87 - 1.00) ความไวเท่ากบั 

0.91 (0.82 - 1.00) และความจ�ำเพาะเท่ากบั 1.00 (1.00 - 1.00) โดยมี 3 ขอ้มูลตวัอยา่ง

จาก ChestRama เท่านั้นท่ีท�ำนายคลาดเคล่ือนเป็นผลลบปลอม (False-negative)

สรุป: NoduleNet ท่ีสร้างข้ึนโดยการเรียนรู้จากขอ้มูลผูป่้วยท่ีไม่ใช่คนไทย

สามารถขยายผลไปสู่ขอ้มูลผูป่้วยท่ีเป็นคนไทยไดดี้ นอกจากน้ียงัสามารถพฒันา

ต่อยอดในอนาคตดว้ยการควบรวมเขา้กบัอลักอริธึมการตรวจจบัแบบอตัโนมติั

เพื่อคน้หาต�ำแหน่งกอ้นเน้ือในปอดส�ำหรับการจ�ำแนกชนิดของกอ้นเน้ือในปอด

ค�ำส�ำคญั: การเรียนรู้เชิงลึก  การเรียนรู้แบบถ่ายทอด  การจ�ำแนกกอ้นเน้ือในปอด
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