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บทคัดย่อ

หลักการและเหตุผล: โรคปอดอักเสบเป็นสาเหตุสำ�คัญของการเสียชีวิต ในเด็กอายุตํ่ากว่า 5 ปี การวินิจฉัย และ
เริ่มการรักษาอย่างรวดเร็วจะช่วยลดอัตราการเสียชีวิตได ้แต่การวินิจฉัยด้วยภาพถ่ายรังสีทรวงอกบางครั้งทำ�ได้ยาก 
และต้องการรังสีแพทย์ผู้เชี่ยวชาญ การวิจัยนี้ มีวัตถุประสงค์เพื่อศึกษาเปรียบเทียบประสิทธิภาพของการวินิจฉัยโรค
ปอดอักเสบ โดยการใช้คอมพิวเตอร์ระบบปัญญาประดิษฐ์ ด้วยโครงข่ายประสาทเทียมคอนโวลูชั่น เพื่อช่วยในการ
อ่านภาพถ่ายรังสีทรวงอก     

วัสดุและวิธีการ: อัลกอริทึมของระบบโครงข่ายประสาทเทียมคอนโวลูชั่น ที่ใช้ในการทดลองครั้งนี้ ได้แก่  1. ระบบ
โครงข่ายประสาทเทียมคอนโวลูชั่น แบบพื้นฐาน (Basic CNN) 2. Inception-V3 3. ResNet-50 4. VGG-16  
5. MobileNet-V2 โดยมีการใช้ตัวแบบที่ผ่านการฝึกมาแล้วล่วงหน้า (Transfer Learning) เพื่อช่วยลดระยะเวลา
ของการฝึกระบบคอมพิวเตอร์

ผลการศึกษา: ผลการศึกษาพบว่า ระบบโครงข่ายประสาทเทียมคอนโวลูชั่นชนิด MobileNet ให้ความแม่นยำ�ให้การ
ทำ�นายโรคปอดอักเสบได้สูงที่สุด คือ 89 % โมเดลที่มีความแม่นยำ�ตํ่ากว่าเรียงลงมาตามลำ�ดับได้แก่ Inception 
80.13 %, Basic CNN 78.85 %, VGG-16 77.08 %, และอันดับสุดท้ายคือ ResNet 72.44 %

สรุป: การวินิจฉัยโรคปอดอักเสบด้วยปัญญาประดิษฐ์ แบบระบบโครงข่ายประสาทเทียมคอนโวลูชั่น ให้ความแม่นยำ�
สูงพอสมควร สามารถที่จะนำ�ไปประยุกต์ใช้เป็นเครื่องมือคัดกรองภาพถ่ายรังสีทรวงอกเบื้องต้นได้

คำ�สำ�คัญ: โรคปอดอักเสบ, ภาพถ่ายรังสี, ปัญญาประดิษฐ์, โครงข่ายประสาทเทียมคอนโวลูชั่น

ยุทธนา ป้องโสม 1

รับบทความ: 19 เมษายน 2565      ปรับแก้บทความ: 19 สิงหาคม 2565      ตอบรับตีพิมพ์: 23 สิงหาคม 2565

การศึกษาเปรียบเทียบประสิทธิภาพในการวินิจฉัยโรคปอดอักเสบในผู้ป่วยเด็ก
จากภาพรังสีทรวงอกด้วยปัญญาประดิษฐ์

ในรูปแบบโครงข่ายประสาทเทียมคอนโวลูชั่นแบบต่างๆ

1   แผนกรังสีวิทยา โรงพยาบาลอุบลรักษ์ ธนบุรี
ผู้นิพนธ์ผู้รับผิดชอบ: นายแพทย์ยุทธนา ป้องโสม แผนกรังสีวิทยา โรงพยาบาลอุบลรักษ์ ธนบุรี ตำ�บลในเมือง อำ�เภอเมือง 
จังหวัดอุบลราชธานี 34000 อีเมล: yuthanap@yahoo.com



42

บทนำ�

	 โรคปอดอกัเสบ เปน็การตดิเชือ้เฉยีบพลนัของปอด 

และเป็นสาเหตุสำ�คัญที่ให้ผู้ป่วยเด็กเสียชีวิตทั่วโลก  

ตามรายงานในป ี2018(1) โรคปอดอกัเสบจดัเปน็อนัดบัที ่1 

ในสาเหตุการเสียชีวิตของผู้ป่วยเด็กอายุตั้งแต่ 5 ปี 

ลงมาโดยคิดเป็นถึง 16% การวินิจฉัยที่ล่าช้า เพราะ

ความจำ�กดัของทรพัยากรทางการแพทย ์เปน็สาเหตรุว่ม

ที่สำ�คัญโดยอย่างยิ่งในประเทศกำ�ลังพัฒนา หากการ

วนิจิฉยัทำ�ไดอ้ยา่งรวดเรว็ กจ็ะมาสามารถใหย้าปฏชิวีนะ 

หรอืยาตา้นไวรสั จะทำ�ใหก้ารรกัษามปีระสทิธผิลมากขึน้ 

อย่างไรก็ตามการวินิจฉัยโรคปอดอักเสบทำ�ได้ด้วยการ

ถ่ายภาพรังสีทรวงอก ที่ต้องการรังสีแพทย์เป็นผู้อ่าน  

ทีบ่อ่ยครัง้ถกูจำ�กดัดว้ยความเรว็ในการอา่น ความเหนือ่ย

ล้า หรือขาดประสบการณ์ นอกจากนี้ ประเทศไทย 

ยังมีรังสีแพทย์ไม่เพียงพอ โดยเฉพาะอย่างยิ่งในชนบท

	 ในช่วง 2-3 ปีที่ผ่านมา การพัฒนาของการใช้

คอมพิวเตอร์เพื่อการอ่านภาพถ่ายทางรังสีได้พัฒนาขึ้น

อย่างรวดเร็ว ข้อดีของระบบคอมพิวเตอร์คือความเร็ว 

ในการทำ�งานที่มีความซับซ้อน การเรียนรู้ เชิงลึก  

(deep learning) ในรปูแบบของโครงขา่ยใยประสาทเทยีม

คอนโวลชูัน่ (convolutional neural networks: CNN) 

ได้ถูกนำ�มาใช้อย่างแพร่หลายในวงการแพทย์ อย่างเช่น 

การวินิจฉัยมะเร็งผิวหนังจากภาพถ่าย(2) การวินิจฉัยโรค

จอตาจากเบาหวาน (diabetic retinopathy)(3) การ

วินิจฉัยมะเร็งปอดด้วยเอกซเรย์คอมพิวเตอร์(4) 

	 ในการวิจัยนี้เป็นการทดลองใช้ระบบการเรียนรู้ 

เชงิลกึ ทีท่ำ�ใหค้อมพวิเตอรเ์รยีนรูข้อ้มลูภาพรงัสทีรวงอก

ที่ได้รับ โดยใช้สถาปัตยกรรมของ CNN ในแบบต่างๆ 

เพื่อสกัดเอาลักษณะเด่นจนเห็นถึงรูปแบบที่จะช่วย

แยกลักษณะของภาพรังสีของผู้ป่วยปกติ ออกจาก 

ผูป้ว่ยปอดอกัเสบได ้ทัง้นีก้ารทีค่อมพวิเตอรเ์รยีนรูไ้ดเ้กดิ

จากการแปลงขอ้มลูจากรปูภาพใหเ้ปน็ตวัเลข และสง่คา่ 

ตวัแปรในแตล่ะชัน้ตอ่ไปจนถงึชัน้สดุทา้ยเพือ่เปรยีบเทยีบ

กับผลลัพธ์ ในขั้นตอนของการฝึก ระบบจะรู้ผลลัพธ์

ว่าเป็นผู้ป่วยหรือเป็นคนปกติ การฝึกคือการส่งข้อมูล

ย้อนกลับไปในระบบเพื่อปรับปรุงตัวแปร สำ�หรับการ

คำ�นวณในครั้งต่อไป การฝึกจึงมีการคำ�นวณหลายรอบ 

จนได้ความแม่นยำ�ที่ต้องการ หากมีข้อมูลหรือภาพเป็น

จำ�นวนมากจะช่วยให้การทำ�นายแม่นยำ�ขึ้น นอกจาก

นี้ การเพิ่มจำ�นวนชั้นของ CNN ก็จะช่วยแก้ปัญหาที่มี

ความซับซ้อนมากขึ้นได้

	 เนื่องจากข้อมูลทางการแพทย์มักมีจำ�นวนน้อย 

โดยเฉพาะในโรคที่พบไม่บ่อย นอกจากนี้ยังต้อง 

ระมัดระวัง ในการรักษาความลับของผู้ป่วย การให้

ระบบคอมพิวเตอร์เรียนรู้ข้อมูลจาก ภาพถ่ายรังสี 

อย่างเดียวจึงมักไม่เพียงพอสำ�หรับการฝึก การใช้ตัว

แบบทีผ่า่นการฝกึมาแลว้ลว่งหนา้ (Transfer Learning) 

จึงช่วยแก้ปัญหานี้ ได้ ในการวิจัยนี้ ใช้ตัวแบบการ

ฝึกที่มาจากฐานข้อมูล Imagenet (ดังรูปที่ 1) โดย

ฐานข้อมูลนี้ มีภาพถึง 1 ล้านภาพ โดยแบ่งเป็นภาพ 

สิ่งต่างๆ ถึง 1000 ชนิด การเรียนรู้จากฐานข้อมูล

นี้ ต้องใช้พลังของระบบคอมพิวเตอร์ อย่างมากและ

ใช้เวลาหลายวัน แต่เมื่อมีการคำ�นวณเรียบร้อยแล้ว  

ตวัแบบอนัประกอบดว้ยพารามเิตอร ์นบัลา้นตวัสามารถ

นำ�ไปใช้กับโครงข่าย CNN อื่นได้ โดยรูปแบบของ CNN 

ที่เรียนรู้ข้อมูล Imagenet ที่เรานำ�มาใช้ในการวิจัย

ครั้งนี้ได้แก่ Inception-V3, ResNet-50, VGG-16 

และ MobileNet-V2 นอกจากนี้ ผู้วิจัยยังทดลองใช้ 

CNN แบบเริ่มเรียนรู้จากข้อมูลภาพรังสี ในฐานข้อมูล 

อย่างเดียวเพื่อการเปรียบเทียบเรียกว่า Basic CNN

การวินิจฉัยโรคปอดอักเสบในผู้ป่วยเด็กจากภาพรังสีทรวงอกด้วยปัญญาประดิษฐ์
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รูปที่ 1 แสดงสถาปัตยกรรมของตัวแบบที่ผ่านการฝึกมาแล้วล่วงหน้า (Transfer Learning)

	 โครงสร้างของ CNN แต่ละชนิดมีความแตกต่าง
กัน ทำ�ให้มีสร้างตัวแปรที่ใช้ในการคำ�นวณ แตกต่าง
กัน ส่งผลถึงความต้องการของสมรรถนะในการคำ�นวณ
ของระบบคอมพิวเตอร์   โครงข่ายประสาท (Neural 
Networks) คือโมเดลทางคณิตศาสตร์ สำ�หรับประมวล
ผลสารสนเทศด้วยการคำ�นวณ โดยจำ�ลองการทำ�งาน
ของเครือข่ายประสาทในสมองมนุษย์ ซึ่งประกอบด้วย 
เซลล์ประสาท หรือ “นิวรอน” (Neurons)  ในรูปแบบ
พื้นฐาน Basic CNN มีการจัดเรียงนิวรอน เป็นแถวหน้า
กระดาน และมีหลายชั้น ประสิทธิภาพในการคำ�นวณ
จะเพิ่มมากขึ้นเมื่อจำ�นวนนิวรอนในแต่ละชั้นมากขึ้น 
และเมื่อเพิ่มจำ�นวนชั้นของนิวรอน แต่หากจำ�นวนชั้น
มากเกินไป จะทำ�ให้มีการสูญเสียข้อมูลระหว่างชั้น  
จงึตอ้งมกีารดดัแปลงโครงสรา้ง ในรปูแบบตา่งๆ เพือ่เพิม่
ประสทิธภิาพในการคำ�นวณ นอกจากชัน้ของนวิรอนแลว้ 

ยงัมชีัน้ทีม่กีารประมวลผลแบบพเิศษ เชน่ Convolution 
layer, pooling layer, dropout layer ซึ่ งมี 
รายละเอียดเฉพาะ จะไม่ขอกล่าวในที่นี้ สถาปัตยกรรม
ของ Inception-V3 มกีารสรา้งเครอืขา่ยซอ้นเครอืขา่ย(5) 

ช่วยลดปัญหาการสูญเสียข้อมูลระหว่างชั้นของนิวรอน 
แต่ทำ�ให้มีความซับซ้อนมากขึ้น โดยชื่อ Inception  
นำ�มาจากภาพยนตรเ์รือ่ง Inception (2010) ทีเ่ปน็เรือ่ง
เกีย่วกบัความฝนัซอ้นความฝนั  ในสว่นของ ResNet-50 
คำ�ว่า ResNet(6) มาจากคำ�ว่า Residual network 
มีเทคนิคในการลดการสูญเสียข้อมูลระหว่างชั้นโดยการ
ส่งข้อมูลกระโดดข้ามชั้น ซึ่งทำ�ให้ข้อมูลมีความเสถียร 
แต่ก็ทำ�ให้มีตัวแปรเพิ่มมากขึ้นเช่นกัน  สถาปัตยกรรม
ของ VGG-16 เป็น neural network ที่เน้นความง่าย(7) 

โดยให้ขนาด ของชั้นเป็นเลขยกกำ�ลังของเลขสอง ซึ่ง
เป็นเลขฐานธรรมชาติของระบบคอมพิวเตอร์ ทำ�ให้
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ช่วยลดความซับซ้อนในการคำ�นวณ และในรูปแบบ
สุดท้าย MobileNet-V2 ที่ Google ได้พัฒนามาหลัง
สุดกว่า CNN แบบอื่นๆ ที่กล่าวมา(8) แม้ว่าจะมีรูปแบบ 
เครอืขา่ยซอ้นเครอืขา่ยคลา้ย Inception network และ
มีการส่งข้อมูลข้ามชั้นเหมือน ResNet แต่รูปแบบการ

รูปที่ 2 สถาปัตยกรรม CNN แบบต่างๆ A) Basic CNN B) Inception-V3 C) ResNet-50 D) VGG-16 
E) MobileNet-V2

A  

B  

C  
 

D  

E  

 

คำ�นวณในชั้น Convolution layer ซึ่งเปรียบเหมือน
เป็นชั้นที่ช่วยย่อข้อมูลให้มีขนาดเล็กลง มีการพัฒนา 
ขึน้ใหมเ่รยีกวา่ Depthwise Convolution layer ทำ�ให้
เครือข่ายแบบ MobileNet-V2 คำ�นวณได้เร็ว และใช้
พารามิเตอร์ในการคำ�นวณน้อยลง (ดังรูปที่ 2)

การวินิจฉัยโรคปอดอักเสบในผู้ป่วยเด็กจากภาพรังสีทรวงอกด้วยปัญญาประดิษฐ์
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Normal Bacterial Pneumonia Viral pneumonia

รูปที่ 3 ตัวอย่างภาพถ่ายรังสีทรวงอก จากฐานข้อมูล

	 วัตถุประสงค์ของการวิจัยครั้งนี้ คือเพื่อประเมิน
ประสิทธิภาพของ CNN แบบต่างๆ โดยการใช้เทคนิค 
transfer learning ในการวินิจฉัยโรคปอดอักเสบในเด็ก
จากภาพถ่ายรังสีทรวงอก เพื่อเป็นการประเมินเบื้องต้น 
ก่อนที่จะนำ�เทคนิคนี้ไปใช้ สำ�หรับโปรแกรมประยุกต์ 
ในการทำ�งานในโรงพยาบาลต่อไป

วัสดุและวิธีการ
การเตรียมข้อมูล
	 ขอ้มลูภาพถา่ยรงัสทีรวงอก ใชข้อ้มลูจาก Kermany 
และคณะ(9) ซึ่งเป็นฐานข้อมูลสาธารณะ สามารถ
ดาวน์โหลด ได้ที่ Kaggle.com(10)   ซึ่งเป็นเว็บไซต์
ศูนย์กลางของผู้เชี่ยวชาญด้านปัญญาประดิษฐ์ เป็น
แหล่งรวมของฐานข้อมูลที่ทั้งภาครัฐและเอกชนนำ�มา
เผยแพร่ เพื่อให้ผู้เชี่ยวชาญแข่งขันกันสร้างแบบจำ�ลอง
ที่ดีสุด เพื่อหน่วยงานนำ�กลับไปใช้งาน ตัวอย่างเช่น 
สมาคมรังสีแพทย์แห่งทวีปอเมริกาเหนือ (RSNA) ต้อง
การหาอัลกอริทึม ในการทำ�นายพยากรณ์โรค ของเนื้อ
งอกในสมอง ทาง RSNA ก็จะนำ�ข้อมูลมาไว้ที่ Kaggle.
com ใหผู้เ้ชีย่วชาญจากทัว่โลกแขง่ขนักนัวา่ใครจะสรา้ง
โมเดลในการทำ�นายได้แม่นยำ�ที่สุด

สำ�หรับข้อมูลในการศึกษาประกอบด้วยภาพ
รังสีทรวงอก ของผู้ป่วยเด็กอายุตั้งแต่ 5 ปีลงมา จาก 
Guangzhou Women and Children’s Medical 
Center จำ�นวน 5,866 ภาพ เปน็ไฟลช์นดิ เจเพก็ คดิเปน็
หน่วยความจำ�ทั้งหมด 2 กิกะไบต์ โดยมีความละเอียด
ของภาพตั้งแต่ 400 ถึง 2,000 จุด (pixel) ในจำ�นวนนี้
เป็น ภาพรังสีปกติ 1,583 ภาพ และเป็นภาพโรคปอด
อักเสบทั้งจากแบคทีเรีย และไวรัส รวม 4,283 ภาพ 
(ดังรูปที่ 3) และแบ่งเป็นภาพเพื่อการฝึกสอนระบบ 
(training set) 5,232 ภาพ ภาพเพื่อการทดสอบระบบ 
(test set) 634 ภาพ ทั้งนี้ในการแบ่งภาพเป็น training 
set กับ test set ทางฐานข้อมูลต้นฉบับได้มีการแบ่ง
มาให้แล้ว โดยทั้งสองกลุ่มต้องมาจาก สถาบันเดียวกัน 
ที่แตกต่างกันก็คือส่วนของ training set เมื่อส่งข้อมูล
เข้าสู่ระบบ จะมีการระบุว่าเป็นภาพปอดปกต ิหรือเป็น
ปอดอักเสบ เพื่อให้ระบบคอมพิวเตอร์ได้เรียนรู้ ในขณะ
ที่ test set ไม่มีการระบุ เพียงแต่ส่งภาพเข้าไปในระบบ 
เพื่อให้โมเดลทำ�นาย และจึงค่อยมาทำ�การตรวจสอบว่า 
คอมพิวเตอร์ทำ�นายได้ถูกต้องหรือไม่ ตามตารางที่ 1
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ตารางที่ 1 สรุปจำ�นวนภาพถ่ายรังสี ทรวงอก ในชุดข้อมูล

เครื่องมือที่ใช้

	 งานวิจัยนี้เขียนโปรแกรมด้วยภาษา  Python เวอร์ชั่น  3.7.13 โดยมีไลบรารีหลักเพื่อการทำ�การเรียนรู้เชิงลึก 
คือ Tensorflow เวอร์ชั่น  2.8 ใช้บริการของ google cloud platfrom เพื่อโฮสต์โปรแกรม jypyter notebook 
ผ่านเว็บเบราเซอร์ อุปกรณ์ประมวลผลในระบบคลาวด์ ใช้หน่วยประมวลผลด้านกราฟิก (Graphic Processing Unit: 
GPU) รุ่น Tesla P-100 และใช้หน่วยความจำ�หลัก (RAM) บนคลาวด์ 12 กิกะไบต์ 

การวัดประสิทธิภาพ

	 การวัดประสิทธิภาพของแต่ละโมเดล คือการวัดความแม่นยำ�ในการทำ�นาย ว่ามีความถูกต้องมากน้อย 
เพียงใด โดยการศึกษานี้ใช้ค่าความถูกต้อง (Accuracy) ความไว (sensitivy) ความจำ�เพาะ (specificity) และเพิ่ม
ค่าประสิทธิภาพที่นิยมใช้ในสาขาวิทยาการข้อมูล ได้แก่ precision, recall และ f1- score (ดังรูปที่ 4) โดยคิดเป็น
ร้อยละ และคำ�นวณจากตารางหลายตัวแปร (contingency table) ที่ได้จากแต่ละโมเดล แปลงค่า ความถูกต้อง 
ความไว และความจำ�เพาะ เป็นช่วงความเชื่อมั่นด้วย วิธีการ “exact” Clopper-Pearson confidence intervals(11) 
โดยบริการของ เว็บไซต์ MedCalc(12)

รูปที่ 4 สูตรการคำ�นวณ  precision, recall, F1

การวินิจฉัยโรคปอดอักเสบในผู้ป่วยเด็กจากภาพรังสีทรวงอกด้วยปัญญาประดิษฐ์
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ผลการศึกษา

	 ชุดข้อมูลฝึกสอนใช้เพื่อฝึกโมเดลร่วมกับการปรับปรุงค่าไฮเปอร์พารามิเตอร ์(Hyperparameter) ต่างๆ เพื่อ
เพิ่มประสิทธิภาพของการทำ�นายผลให้ได้มากที่สุด ซึ่งตรวจสอบได้ด้วยการส่งข้อมูลชุดทดสอบเข้าสู่โมเดล ในการ
ใช้ตัวแบบที่ผ่านการฝึกมาแล้วล่วงหน้า (Transfer Learning) ต้องมีการดัดแปลงข้อมูล ทั้งข้อมูลฝึกสอน และ
ข้อมูลทดสอบด้วยการแปลงข้อมูลจากเดิมที่เป็นภาพชนิดขาวดำ� (1 แชนเนล) ให้เป็นภาพสี (3 แชนเนล) เนื่องจาก
โครงสร้างเดิมของฐานข้อมูล Imagenet ทำ�ไว้สำ�หรับภาพสี การดัดแปลงข้อมูลอีกอย่างที่สำ�คัญเกิดจากความจำ�กัด
ของทรัพยากรในการคำ�นวณ คือหน่วยความจำ�หลักที่ได้รับจัดสรรในระบบกูเกิ้ลคลาวด์ ค่าตัวเลขที่เป็นมาตรฐาน 
(deflaut) ของภาษาไพธอน คือตัวเลขแบบ float64 หรือตัวเลขที่มีจุดทศนิยม 15-17 ตำ�แหน่ง ต้องแปลงเป็นตัวเลข
แบบ float16 หรือตัวเลขที่มีจุดทศนิยม 3 ตำ�แหน่ง เนื่องจากเมื่อใช้ float64 หน่วยความจำ�หลักจะไม่เพียงพอ  
ไม่สามารถดำ�เนินการได้

	 ผลการทดลองแบ่งออกเป็น 2 ส่วนคือ คุณสมบัติของแต่ละโมเดลที่พบ และประสิทธิภาพของแต่ละโมเดล 
ในการทำ�นายผล 

ตารางที่ 2 แสดงจำ�นวนพารามิเตอร์ จำ�นวนชั้น และระยะเวลาในการคำ�นวณ

Model

Total 
parameter 
(M)

Trainable 
parameter 
(M)

Non-trainable 
parameter 
(M)

Layers Time(sec)/batch

Basic CNN 4.1 4.1 0 23 43

Inception-V3 48.0 26.3 21.8 317 44

ResNet-50 27.7 4.2 23.5 180 17

VGG-16 14.7 0.02 14.7 18 16

MobileNet-V2 3.2 0.02 3.2 53 7

	 คุณสมบัติของแต่ละโมเดลที่พบ ตามตารางที่ 2 โมเดลแบบ Inception เป็นโมเดลที่มีการใช้พารามิเตอร์ หรือ
ตัวแปร มากที่สุด ถึง 48 ล้านพารามิเตอร์ คิดเป็นพารามิเตอร์ที่ฝึกได้ 26.3 ล้านพารามิเตอร์ พารามิเตอร์ที่ฝึกไม่ได้ 
21.8 ล้านพารามิเตอร์ การมีพารามิเตอร์ จำ�นวนมากบ่งถึงการทำ�งานของเครื่องคอมพิวเตอร์และการใช้หน่วยความ
จำ�หลักก็มีมากด้วย ในขณะที่โมเดลแบบ MobileNet ใช้พารามิเตอร์ทั้งหมด 3.2 ล้านพารามิเตอร์ เป็นพารามิเตอร์
ที่ฝึกได้  20,721 พารามิเตอร์ พารามิเตอร์ที่ฝึกไม่ได้ 3.2 ล้านพารามิเตอร์ จำ�นวนชั้นของโครงข่ายประสาทเทียม 
โมเดลที่มีจำ�นวนชั้นมากที่สุดคือ Inception 317 ชั้น รองลงมาคือ ResNet 180 ชั้น ระยะเวลาในการคำ�นวณใน
แต่ละรอบ (time/batch) โมเดลแบบ Inception ใช้เวลานานที่สุด คือ 44 วินาที โมเดลแบบ MobileNet ใช้เวลา
น้อยที่สุด คือ 7 วินาที
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ตารางที่ 3 แสดงผลเปรียบเทียบประสิทธิภาพ โมเดลทั้งหมด

Network Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

Precision
(%)

Recall
(%)

F1-score
(%)

Basic CNN 78.85
75.43-81.99

99.74
98.58-99.99

44.02
37.56-50.63 75 99 85

Inception-V3 80.13
76.78-89.19

99.74
98.58-99.99

47.44
40.89-54.04 76 99 86

ResNet-50 72.44
68.75-75.91

93.33
90.38-95.60

37.61
31.38-44.15 71 93 81

VGG-16 77.08
73.58-80.33

99.49
98.16-99.94

39.74
33.43-46.32 73 99 84

MobileNet-V2 89.10
86.39-91.44

96.67
94.37-98.21

76.50
70.53-81.78 87 97 92

	 ประสิทธิภาพของโมเดลในการทำ�นายผล ตาม
ตารางที่ 3 โมเดลที่แม่นยำ�ที่สุดในการวินิจฉัยโรคปอด
อกัเสบ ไดแ้ก ่MobileNet มคีวามแมน่ยำ� 89.1 % ความ
ไว 96.67 % ความจำ�เพาะ 76.50 % โมเดลที่มีความ
แม่นยำ�ตํ่ากว่าเรียงลงมาตามลำ�ดับได้แก่ Inception 
80.13 %, Basic CNN 78.85 %, VGG-16 77.08 %, 
และอันดับสุดท้ายคือ ResNet 72.44 % ทุกโมเดล 
จะมีค่าความไว สูงกว่าค่าความจำ�เพาะ ค่อนข้างมาก 
บ่งถึงว่าสามารถตรวจจับความผิดปกติได้ดีแต่ว่ามีผล
บวกลวงสูง

วิจารณ์

	 การศึกษานี้เป็นการทดลองใช้ CNN ในรูปแบบ
ต่างๆ เพื่อช่วยวินิจฉัยโรคปอดอักเสบ จากภาพถ่าย
รังสีทรวงอก โดยใช้ฐานข้อมูลชุดภาพสาธารณะ ที่
ดาวน์โหลดได้ จากอินเทอร์เน็ต ประกอบด้วยภาพ
รังสีของผู้ป่วยเด็กที่เป็นโรคปอดอักเสบจากแบคทีเรีย 

และไวรัส กับภาพรังสีปกติ ผลการอ่านด้วยโมเดลแบบ 
Mobilenet มีค่าความแม่นยำ�สูงสุด เท่ากับ 89 % โดย
มีความไว 96 % ความจำ�เพาะ 76 % 

	 สังเกตได้ว่า ทุกโมเดลที่นำ�มาทดลอง ให้ความ
จำ�เพาะค่อนข้างตํ่า ในขณะที่ความไวค่อนข้างสูง 
หมายความว่า มีความสามารถในการตรวจจับโรคปอด
อักเสบได้ดี แต่มักอ่านภาพรังสีที่ปกติเป็นผิดปกติ ทั้งนี ้
น่าจะเนื่องมาจากในฐานข้อมูล มีจำ�นวนของภาพถ่าย
รังสีที่ปกติทั้งหมดน้อยกว่า จำ�นวนที่เป็นปอดอักเสบ 
คือ 1,349 ภาพ ต่อ 3,883 ภาพ ทำ�ให้ระบบได้เรียนรู้
ภาพที่เป็นปอดปกติน้อยกว่าจากภาพที่เป็นปอดอักเสบ 
หรือเกิดจากความไม่สมดุลของข้อมูล (imbalance 
dataset)

	 โมเดลแบบ MobileNet แม้จะมีจำ�นวนชั้นของ 
CNN น้อยกว่าโมเดลอื่น มีจำ�นวนพารามิเตอร์น้อย
กว่าโมเดลอื่น และใช้เวลาในการคำ�นวณต่อรอบน้อย

การวินิจฉัยโรคปอดอักเสบในผู้ป่วยเด็กจากภาพรังสีทรวงอกด้วยปัญญาประดิษฐ์
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ที่สุด กลับให้ประสิทธิภาพความแม่นยำ�ในการวินิจฉัย
สูงที่สุด โมเดลนี้จึงเหมาะสำ�หรับการนำ�ไปพัฒนา เพื่อ
นำ�ไปสร้างโปรแกรมประยุกต์ สำ�หรับการอ่านภาพรังสี
ปอดผ่านทางคอมพิวเตอร์ หรือเป็นแอปพลิเคชั่นใน
อุปกรณ์พกพาต่อไป

	 หากเปรียบเทียบผลการวิจัยครั้งนี้ กับงานวิจัย
อื่นๆ จะพบว่า การวิจัยครั้งนี้ ได้ผลความแม่นยำ� 
(accuracy) น้อยกว่าการศึกษาที่มีรายงานจากต่าง
ประเทศ เชน่ การศกึษาของ Ayan และคณะ(13)  ใชโ้มเดล 
MobileNet กบัขอ้มลูภาพชดุเดยีวกนันี ้ไดค้วามแมน่ยำ� 
92 % การศึกษาของ Chouhan และคณะ(14) ได้ความ
แม่นยำ� 92 % ด้วยโมเดล Inception และความแม่นยำ�  
94 % ดว้ย ResNet แตไ่มม่กีารใช ้MobileNet  แตห่าก
เปรียบเทียบกับ การศึกษาของ Liang และคณะ(15) ที่ได้
ความแม่นยำ�ของ VGG -16 74%  Inception 85 %  
ถือว่าให้ผลใกล้เคียงกัน กับการศึกษาครั้งนี้ ความแตก
ต่างที่สำ�คัญ ที่ทำ�ให้ความแม่นยำ�ต่างกัน คือเครื่องมือที่
ใช้ Chouhan และคณะ ทำ�การประมวลผลด้วยหน่วย
ความจำ�หลัก ที่ติดตั้งกับคอมพิวเตอร์ 48 กิกะไบต์ 
ในขณะที่ในการศึกษานี้ใช้ หน่วยความจำ�หลักบน 
คลาวด์ 12 กิกะไบต์ การมีทรัพยากรของเครื่อง หน่วย
ประมวลผลกราฟฟิก และ หน่วยความจำ�หลัก ปริมาณ
มากทำ�ให้เครื่องทำ�การคำ�นวณได้อย่างสะดวก ไม่ต้องมี
การดัดแปลงข้อมูลเพื่อลดการใช้ทรัพยากร อย่างในการ
ศึกษานี้ ต้องลดจำ�นวนจุดทศนิยมของตัวเลขลง เพื่อ
ให้การประมวลผลทำ�งานต่อไปได้ ปัจจัยอีกประการ
ที่อาจมีส่วนทำ�ให้ประสิทธิภาพของ AI ในการศึกษา
ครั้งนี้ ตํ่ากว่าการศึกษาของ Chouhan และคณะ คือ 
ในการศึกษาครั้งนี้ ไม่มีการใช้เทคนิคเพิ่มภาพ (data 
augmentation) ซึ่งเป็นวิธีการเพิ่มประสิทธิภาพของ
โมเดล โดยวิธีการหมุนภาพ หรือกลับภาพเป็นซ้าย
ขวา แล้วส่งเข้าในระบบเรียนรู้ ซึ่งโดยหลักการแล้ว 
การทำ�  AI ในทางรังสีวิทยาจะต้องระวังไม่ใช้วิธีการ
เพิ่มภาพ มากเกินไป จนทำ�ให้ภาพนั้นเกิดเป็นโรคใหม่ 
(new label) เช่นการพลิกภาพกลับซ้ายขวา จะทำ�ให้
เป็นภาพของคนที่มีหัวใจอยู่ข้างขวา เมื่อนำ�โมเดล
ไปใช้กับคนไข้ทั่วไป ที่ไม่ใช่การทดลองจะทำ�ให้เกิด

ความผิดพลาดได้ จะเห็นได้ว่า ในแต่ละการศึกษาแม้
จะใช้สถาปัตยกรรมแบบเดียวกัน ก็ให้ผลลัพธ์ต่างกัน 
นอกจากความสามารถในการประมวลผลแล้ว การปรับ
แต่งไฮเปอร์พารามิเตอร์(16) ก็มีความสำ�คัญ  ไฮเปอร์
พารามิเตอร์ หมายถึง พารามิเตอร์ต่างๆ ที่ผู้ใช้สามารถ
กำ�หนดได้เอง ก่อนที่จะให้โมเดลทำ�การเรียนรู้ เช่น 
learning rate ความเร็วของการเรียนรู้ ว่าจะให้โมเดล
ปรับแต่งค่าพารามิเตอร์เองด้วยอัตราเท่าไร ใน 1 รอบ 
batch size คือขนาดของข้อมูลต่อรอบก่อนที่จะปรับ
พารามิเตอร์ ซึ่งการที่จะหาไฮเปอร์พารามิเตอร์ที่ดีที่สุด 
ต้องใช้ความชำ�นาญของโปรแกรมเมอร์ และใช้เวลาใน
การปรับแต่งไปเรื่อยๆ จนได้ค่าที่เหมาะสม ดังนั้นหาก
โปรแกรมเมอร์มีความชำ�นาญก็จะให้ผลลัพธ์ที่ดีกว่า 

	 ข้อเสนอแนะในการดำ�เนินงานวิจัยต่อไป คือ
ควรมีการทดลองในระบบคอมพิวเตอร์ มีที่สมรรถนะ
สูงกว่านี้ เพื่อไม่ให้เทคโนโลยีเป็นข้อจำ�กัดของการ
วิจัย นอกจากนี้ การวิจัยยังแสดงให้เห็นว่า หากหน่วย
งานใดสนใจจะพัฒนางานด้านปัญญาประดิษฐ์ ควร
ต้องมีการพัฒนาโครงสร้างพื้นฐาน ระบบศูนย์ข้อมูล 
(data center) เครื่องคอมพิวเตอร์เครื่องหลักในระบบ 
เครือข่าย (server) มีหน่วยประมวลผลกราฟิก ให้กับ
นักพัฒนาภายในองค์กรได้ใช้ ข้อเสนอแนะอีกประเด็น
คือควรมีการศึกษาเปรียบเทียบระหว่างการวินิจฉัยจาก 
AI เทียบกับการอ่านฟิล์มโดยรังสีแพทย์ว่ามีความแตก
ต่างกันมากน้อยเพียงใด

สรุปผล 

	 การวินิจฉัยโรคปอดอักเสบด้วยปัญญาประดิษฐ ์
แบบระบบโครงข่ายประสาทเทียมคอนโวลูชั่น โดยการ
ใช้ตัวแบบที่ผ่านการฝึกมาแล้วล่วงหน้า ด้วยโมเดลแบบ 
MobileNet ให้ความแม่นยำ�สูงพอสมควร สามารถที่
จะนำ�ไปประยุกต์ใช้เป็นเครื่องมือคัดกรองภาพถ่ายรังสี
ทรวงอกในการวินิจฉัยโรคปอดอักเสบเบื้องต้นได้ ใน
อนาคตควรมีการทดลองทำ�วิจัย ในระบบที่มีทรัพยากร
ในการคำ�นวณทีส่งูกวา่นี ้เพือ่ใหม้ปีระสทิธภิาพทีส่งูมาก
ขึ้น
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ABSTRACT

Background:	 Pneumonia is a common fatal disease for children below 5 years. Early diagnosis 
and treatment can help decreasing mortality rate. Diagnosis of pneumonia in chest X-ray images 
can be difficult and error prone. The aim of this study is to evaluate a computer-aided pneumonia 
detection system to facilitate the diagnosis.

Materials and Methods: In this context, five well-known convolutional neural networks (CNN) 
models including basic CNN, Inception-V3, ResNet-50, VGG-16 and MobileNet-V2 were trained with 
appropriate transfer learning on the chest X-ray dataset.

Result: Among the five different models, MobileNet is the most successful algorithm with 89 % 
accuracy. The lower accuracy models, in descending order, are Inception 80.13 %, Basic CNN  
78.85 %, VGG-16 77.08 %, and lastly ResNet 72.44 %

Conclusion: Diagnosis of pediatric pneumonia with deep convolutional neural network in chest 
X-ray images demonstrate acceptable accuracy. Computer-aided diagnostic approach would be 
helpful to diagnose pneumonia. 
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