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Bacterial Pneumonia
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Guangzhou Women and Children’s Medical
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Class Train Validation Test

Normal 1349 234 234

Pneumonia Viral 1345 148 148

Pneumonia Bacterial 2538 242 247

Total 5232 624 624
13091y

iAdeiideulusunsudieniu Python nefdu 3.7.13 lneilausivdnidlensvhmadouiidedn
fio Tensorflow nasdu 2.8 Wusnsves google cloud platfrom dielgaslusunsy jypyter notebook
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GPU) 3u Tesla P-100 uazliviuigainudmvan (RAM) uupanan 12 Anglud
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Sovay LATAILINAINATS AT IMUS (contingency table) fildanusasiuwa wlasen AUYNABY
Al wazausng Wurieenudetudie 33015 “exact” Clopper-Pearson confidence intervals"”

Tasusn15vas Buled MedCalc'?

£ TP TP = True positive
Precision = ————
IP+EP TN = True negative
TP FP = False positive
Recall = —
TP +FN FN = False negative

precision - recall

Fl=2. -
precision + recall

sUN 4 @nsn1sAUIN precision, recall, F1
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Model parameter parameter parameter Layers Time(sec)/batch
(M) (M) (M)

Basic CNN 4.1 4.1 0 23 43

Inception-V3 48.0 26.3 21.8 317 44

ResNet-50 27.7 4.2 23.5 180 17

VGG-16 14.7 0.02 14.7 18 16

MobileNet-V2 3.2 0.02 3.2 53 7
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Yfouiian Ao 7 Fund
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(%) (%) (%) (%) (%) (%)
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Inception-V3 76.3222133.19 98.22:;;99 40.2;23.04 76 = 86
ResNet-50 68;2:?2.91 90.2:;:;60 31.:;2}1.15 1 23 81
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Diagnosis of pediatric pneumonia through different types of deep
convolutional neural network in chest x-ray images
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ABSTRACT

Background: Pneumonia is a common fatal disease for children below 5 years. Early diagnosis
and treatment can help decreasing mortality rate. Diagnosis of pneumonia in chest X-ray images
can be difficult and error prone. The aim of this study is to evaluate a computer-aided pneumonia
detection system to facilitate the diagnosis.

Materials and Methods: In this context, five well-known convolutional neural networks (CNN)
models including basic CNN, Inception-V3, ResNet-50, VGG-16 and MobileNet-V2 were trained with
appropriate transfer learning on the chest X-ray dataset.

Result: Among the five different models, MobileNet is the most successful algorithm with 89 %
accuracy. The lower accuracy models, in descending order, are Inception 80.13 %, Basic CNN
78.85 %, VGG-16 77.08 %, and lastly ResNet 72.44 %

Conclusion: Diagnosis of pediatric pneumonia with deep convolutional neural network in chest
X-ray images demonstrate acceptable accuracy. Computer-aided diagnostic approach would be

helpful to diagnose pneumonia.
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